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Abstract

Recent research has revealed undesirable biases in NLP data and models. However,
these efforts largely focus on social disparities in the West, and are not directly
portable to other geo-cultural contexts. In this position paper, we outline a holistic
research agenda to re-contextualize NLP fairness research for the Indian context,
accounting for Indian societal context, bridging technological gaps in capability
and resources, and adapting to Indian cultural values. We also summarize findings
from an empirical study on various social biases along different axes of disparities
relevant to India, demonstrating their prevalence in corpora and models.

1 Introduction

Recent research has demonstrated that language technologies may capture, propagate, and amplify
societal biases [4]. While Natural Language Processing (NLP) has seen global adoption, most studies
on assessing and mitigating such biases are situated in the Western context,1 focusing primarily
on axes of disparities prevalent in the Western public discourse, and hence not directly portable to
non-Western contexts [19]. This is especially troubling in the case of India, a pluralistic nation of 1.4
billion people, with fast-growing investments in NLP research, development, and deployments from
the government, the industry, and the startup ecosystem. While there is some recent work on NLP
fairness in Indian languages like Hindi, Bengali, and Telugu [17, 13], re-contextualizing NLP fairness
for the Indian context requires a holistic approach that accounts for the various relevant axes of
social disparities in the Indian society, their proxies in language data, the disparate NLP capabilities
across Indian languages and dialects, and the (lack of) availability of resources that enable fairness
evaluations and mitigation [19]. In this paper, we summarize takeaways from an empirical analysis
of biases in NLP models along various axes of disparities relevant in the Indian context, and then
propose a holistic roadmap for re-contextualizing data and model fairness in NLP.

2 Summary of Empirical Results

We first report some highlights from our extensive empirical analysis of social biases in NLP models
in the Indian context [3]. The axes of disparities we consider include two India-specific axes: a) Caste,
which is an inherited hierarchical social identity, that has been the basis of historical marginalization;
and b) Region, or ethnicity associated with geographic regions of India, as well as four globally-salient

1We use Western or the West to refer to the regions, nations and states consisting of Europe, the U.S., Canada,
and Australasia, and their shared norms, values, customs, religious beliefs, and political systems [11].
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(a) Region (b) Caste and Religion (c) Gender

Figure 1: Highlights from an empirical analysis of biases along axes of disparities in the Indian
context. Fig (a) and (b) show perturbation analysis results [15] using identity terms for Region, Caste,
and Religion on the HuggingFace default sentiment model. Fig (c) shows the DisCo metrics [20]
using Indian and American names to measure Gender bias in language models mBERT and MuRIL.

axes that have unique manifestations in the Indian context: a) Gender, where there are different
structural disparities in engagement of women in society as compared to the West; b) Religion,
wherein the majority and minority religious groups differ compared to the west; c) (dis)Ability and 4)
Gender Identity and Sexual Orientation, around which the social discourse and awareness in India is
fairly recent. We analyzed various proxies in language data for these social groups such as identity
terms, personal names, and dialectal features to study biases in NLP models.

Figures 1a and 1b shows shifts in sentiment scores in response to perturbation analysis [15] of identity
terms for Region, Caste, and Religion on the HuggingFace default sentiment model (a DistillBERT
fine-tuned with SST-2). In particular, we see that the model has learnt to associate higher negative
sentiment towards marginalized sub-groups, such as ‘Dalit’ and ‘OBC’ (other backward castes) in
caste, and ‘Muslim’ in religion. For state identities, the model has learnt to associate more negative
sentiment with southern states like Andhra Pradesh and Telangana, and North-Eastern states like
Mizoram and Manipur. Figure 1c shows that DisCo metric [20] that measures whether the predictions
of a model have statistically significant associations to (binary) gender in language models require
Indian names with gender association in order to correctly detect encoded biases. In addition, we also
built a human-curated dataset of stereotypes around Region and Religion axes to demonstrate that
such stereotypes are preferentially encoded in models and corpora (not shown in the figures above).

3 Towards Cultural Re-contextualization of NLP Fairness in India

The above results demonstrate that NLP models reflect societal biases around socio-demographic
subgroups in the Indian context. To effectively address these issues we need a holistic perspective that
accounts for the various factors in the ecosystem. Building on [19], we propose a holistic research
agenda (Figure 2) for re-contextualizing fairness in NLP along three dimensions: accounting for the
societal context, bridging the technological gaps, and adapting to the local values and norms.

3.1 Accounting for Indian Societal context

Socially Situated Evaluation: A major hurdle in accounting for different axes is the access to
diverse annotator pools who have familiarity and lived experiences of the marginalized groups. This
is important for fairness work in general [6], but especially in India where public discourse around
(dis)ability, gender identity and sexual orientation is relatively limited. Participatory approaches [12]
to co-create resources for fairness evaluation will be crucial for meaningfully addressing this gap.

Data Voids: Entire communities may be excluded from language data due to disparities in literacy
and internet access [19]. Not accounting for such data voids might result in biases being baked into the
language models that has become base infrastructure for NLP [5]. Further, the risk of unintentionally
excluding marginalized communities based on dialect or other linguistic features while filtering data
to ensure quality [7, 9] is even higher in the Indian context because of very limited computational
representation of marginalized communities. Participatory data curation (e.g., collecting language
data specifically from marginalized communities [1, 14] can significantly help bridge such data voids.
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Figure 2: A holistic research agenda for NLP Fairness in the Indian context: accounting for societal
disparities in India, bridging technological gaps in NLP capabilities/resources, and adapting fairness
interventions to align with local values and norms. (Map: https://indiamaps.gov.in/soiapp/)

Intersectionality: Due to the interplay of all the diverse axes in the Indian context, intersectional
biases experienced by different marginalized groups are further exacerbated [18]. With notable differ-
ences in literacy, economic stability, technology access, and healthcare access across geographical,
caste, religious, and gender divides, representation in and access to language technologies is also
disparate. Bias evaluation and mitigation interventions should account for these intersectional biases.

3.2 Bridging cross-lingual Technological gaps

Performance gaps across languages: Although India is a vastly multilingual country with hun-
dreds of languages, and thousands of dialects, there are wide disparities in NLP capabilities across
these languages and dialects. These disparities hinder equitable access, creating barriers to internet
participation, information access, and in turn, representation in data and models. While the Indian
NLP community has made major strides in bridging this gap (e.g., [10]), more work is needed in
building and improving NLP technologies for marginalized and endangered languages and dialects.

Multilingual fairness research: NLP Fairness research relies on evaluation resources that are
currently largely built in and for the Western context. It is crucial to build these resources in Indian
languages, along the lines of recent work on Hindi, Bengali, and Telugu [13, 17], since biases may
manifest differently in data and models for different languages, and how bias transfers in transfer-
learning paradigms for multilingual NLP is unknown. Finally, bias mitigation in one (or a few)
language(s) may have counter-productive effects on other languages. Hence, a research agenda for
fair NLP in India should address these various unknowns that the multilingual setting brings.

3.3 Adapting to Indian Values and Norms

Avoiding value imposition: Fairness inquiries answer questions such as: what does it mean to
be fair or unfair, and how fair is fair enough? These questions, and their answers, are rarely made
explicit; rather a shared understanding is implicitly assumed, risking value imposition. For instance,
these answers often draw largely from Western values of fairness that are rooted in egalitarianism,
consequentialism, deontic justice, and Rawls’ distributive justice [19]. However, the philosophy
of fairness in India is rooted in social restorative justice. More work should look into such value
alignment challenges, which is not trivial when it comes to deploying fairness interventions [8, 16].

Accounting for Indian justice models: India has established restorative justice measures in var-
ious resource allocation contexts, colloquially known as the “reservations” [2], where historically
marginalized communities (such as Dalits, other backward castes, Adivasis (tribals), and religious mi-
norities) are afforded fixed quotas in educational institutes and government jobs to counter historical
deprivation. NLP fairness research in these domains should consider how fairness interventions work
in the context of such established measures.
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