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Abstract

Contemporary deep learning technologies, from Transformer-based machine trans-
lation and multilingual speech recognition architectures to the CLIP model under-
pinning diffusion-based generative art, are increasingly viewed as being entangled
with culture; however, computer science remains significantly detached from an-
thropology, the academic discipline with the most thorough conceptions of cultural
action and, especially, the relationship of language and culture. How can these
fields be reconciled? In this short paper I will suggest that the North American an-
thropologists E. Sapir and B.L. Whorf had a “high-dimensional” view of individual
language interpretation and production which is far more relevant to Transformer-
like architectures than has been previously appreciated (and certainly closer than
that of the syntax-centric generative linguistics which largely supplanted early 20th-
century anthropological paradigms of language). These intriguing parallels indicate
that a far deeper synthesis of (already-multimodal) linguistic/cultural anthropology
and contemporary AI research is possible, allowing for a) the de-centering of
currently-influential but problematic cognitivist ideologies of language and thought
and b) a more fine-grained and empirical critique of the social limitations of NLP
architectures.

1 Introduction: The Semiotic Conception of Culture and its Relationship to
Connectionist AI

“Culture” is not a word that ever gets defined within a typical undergraduate or graduate computer
science curriculum; to some extent, it remains a fuzzy subject even in mainstream sociology, which
eschewed broader theoretical conclusions from mid-20th-century studies of interpersonal interaction
(Goffman (1959), Garfinkel (1967)) and for which the “sociology of culture” since Bourdieu (1984)
has been dominated by quantitative studies of class and taste. Instead, the field in which the term
“culture” is of most profound importance is anthropology, beginning with the late 19th-century
cultural evolutionist Edward Tylor, who believed that societies passed through defined “stages” from
“savagery” to civilization. However, a turn-of-the-century perspective in American anthropology,
developed by the German-born American anthropologist Franz Boas, explicitly opposed the then-
popular normative/ethnocentric views of culture (and/or Kultur) and steadfastly refused to privilege
any one social grouping as intrinsically superior over another; it is with Boas that the term ‘culture’
began to be used in its now-common plural form, ‘cultures’ (Boas, 1896). For Boas’ students,
including Edward Sapir and Ruth Benedict, language was not only a prerequisite to culture, but an
understanding of the diversity and lack of inherent superiority of specific human languages could be
mapped onto new understandings of culture as well (Sapir, 1937; Benedict, 1934).
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By the 1970s, influential anthropologists like Clifford Geertz were dedicating much of their career
for a more ethnographically meaningful definition of culture, to a concept which he claimed was
“essentially a semiotic one” (Geertz, 1973) but which was conceptually limited to a often-vague
hermeneutical tradition (Parmentier, 1997). Instead, a more fully semiotic anthropology developed in
the 1980s and 1990s which took on a distinctively processual view of discursive interaction, inspired
not just by Boas and Sapir but also by C.S. Peirce, which centered neither syntax nor semantics but
pragmatics and so-called metapragmatics (Silverstein, 1976). This holistic perspective of language
as social action (Agha, 2006) is one which incorporates many reflexive language-based phenomena
often ignored by linguists (e.g. citation, deixis, gesture, ritual) and thus brings forth a profound view
of language which — unlike the views typically found in generative linguistics or natural language
processing (NLP) — is closest to that of the modern conception of culture(s).

If, then, culture is intrinsically related to a reflexive (and recursive) semiotic discursivity, we can un-
derstand the developing interest in the relevance of culture with respect to the material techniques and
technologies of contemporary AI research or deep learning, which is in part characterized by its dis-
tinctive layers of linear transformations and nonlinear rectifications with which it transforms its inputs.
Linear transformations, when viewed geometrically, amount to simple rotations/reflections/scalings
which preserve collinearity of high-dimensional vectors, and are thus a kind of iconic transformation
in the sense of Peirce (1931); and the multiple, one-way layers of distortional rectifications in any
forward pass of a neural network — which are not invertible — can be seen as an indexical flow
(Weatherby and Justie, 2022). This connectionist revival differs strongly from previous “good old
fashioned” as well as later statistical approaches to AI and NLP, which, appropriately, are referred to
as symbolic, and thus dominated by arbitrary relations (in the Saussurean sense) between signifier
and signified, as in the (in)famous Cyc project (Lenat and Guha, 1989).

For a semiotically-minded anthropologist, then, it is thoroughly unsurprising that “symbolic AI”
was found to suffer from a “grounding problem” (Harnad, 1990). Nor is it surprising that the first
late-1980s applications of multilayer neural networks to language data was met with reactionary
dismissal by those with a strong investment in the assumptions of a dehumanizing algorithmic
cognitivism (Pinker and Prince, 1988). Many aspects of contemporary neural networks, however,
remain “ungrounded” in various key ways: beyond the obvious lack of embodiment (Haraway, 1988),
the inert nature of most pretrained Transformer models means that they cannot accommodate the flux
of experience (Bergson, 1911; French, 1999), and the inability to incorporate more than their pre-
specified maximum of input tokens means that access to interactional context is limited for generative
models and chatbots (Thoppilan et al., 2022). Nevertheless, it is the case that at its technical core, the
deep learning “revolution” of large-scale connectionism is, from an anthropological perspective, a
kind of semiotic “revolution” which renders simplistic iconic-indexical transformations practical and
effective for a variety of admittedly problematic and highly decontextualized tasks (Niven and Kao,
2019). Despite the best efforts of researchers, however, present-day deep learning models do not yet
represent a discursive revolution which can account for or represent the many-layered processes of
social action which can be empirically observed in human societies.

2 Linguistic Relativity as a Geometrical Transformation: Towards the
Limitations of High-Dimensional Cultural Consilience

Boas’ previously-mentioned form of cultural “relativity” would, in the case of language, be used by
his protégé Sapir to argue against evolutionist views regarding then so-called “primitive” languages,
arguing that “[w]hen it comes to linguistic form, Plato walks with the Macedonian swine-herd,
Confucius with the head-hunting savage of Assam” (Sapir, 1921, p. 234). But Sapir would take
linguistic relativity even further beyond this essential point. For him, to be able to interpret a
sentence in spoken language — or to be able to express a thought in spoken language — required a
mental process which was inevitably inflected by the obligatory and non-obligatory elements of that
language’s grammar. He wrote:

“From the point of view of language, thought may be defined as the highest latent
or potential content of speech, the content that is obtained by interpreting each
of the elements in the flow of language as possessed of its very fullest conceptual
value... [Language] humbly works up to the thought that is latent in, that may
eventually be read into, its classifications and its forms; it is not, as is generally but
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naïvely assumed, the final label put upon the finished thought.” (Sapir, 1921, p. 14)
[emphasis added]

In this passage and others, the view of spoken language and thought that Sapir develops is one in
which the act of creating speech ‘forms’ is seen as a collectively defined and largely unconscious art
that unfolds in phonological time, a technique for taking listeners and speakers to-and-fro the latent
‘content’ of any given utterance. It differs significantly from the late-20th-century pronouncements
of Pinker and Fodor, who believed that thinking explicitly occurred in a kind of combinatorial
syntax-like ‘mentalese’ (a so-called “language of thought”). In addition, it implies that speakers
of different languages might neccessarily follow different ‘paths’ between thoughts and speech,
and by 1924, Sapir had drawn connections between this burgeoning linguistic “relativity” and the
then-broadly-popular relativity of Einstein:

“The world of linguistic forms, held within the framework of a given language,
is a complete system of reference, very much as a number system is a complete
system of quantitative reference or as a set of geometrical axes of coordinates is
a complete system of reference to all points of a given space. The mathematical
analogy is by no means as fanciful as it appears to be. To pass from one language
to another is psychologically parallel to passing from one geometrical system of
reference to another... the formal method of approach to the expressed item of
experience, as to the given point of space, is so different that the resulting feeling
of orientation can be the same neither in the two languages nor in the two frames
of reference.” (Sapir, 1924, p. 153) [emphasis added]

Given this, Sapir’s century-old view of “passing from one language to another” (e.g. as one would
need to do in the act of translation) can be read as an admittedly-simplified, “single-layer” perspective
of what actually happens in 21st-century neural machine translation (Johnson et al., 2017), as
informed by the then-contemporaneous popularity of Einstein’s special relativity. For Sapir, a
multilingual speaker’s mind moves along different well-worn “thought-grooves”, as he called them,
when converting an utterance into thought (or from thought to speech) in different languages.

One of Sapir’s most dedicated students at Yale was a commuting Hartford insurance inspector with
a MIT chemical engineering degree named Benjamin Lee Whorf, who would become an expert
in the Maya writing system and the Uto-Aztecan family of languages. Whorf was not, despite his
reputation, at all committed to any kind of conceptual incommensurability on the part of speakers
of different languages; instead, he believed that as language users learn more ways to construct
and express thoughts (perhaps through the learning of multiple languages, or through scientific
study), the proverbial swineherd and headhunter might converse and come to agreement on abstruse
philosophical topics, something the evolutionists had thought impossible.

In his final essay, “Language, Mind, and Reality”, Whorf explicitly brings linguistic relativity to
the mundane level of technical dialects, noting that “every language and every well-knit technical
sublanguage incorporates certain points of view and certain patterned resistances to widely divergent
points of view” — as we have indeed recently seen with the cultures of generative linguistics and
connectionist NLP (Pater, 2019). For Whorf, such artificial resistances segregate the sciences, and
also make impossible what he calls “the next great step in development”. For his audience, the
lay readers of The Theosophist, he proposes a radical vision — deliriously spiritual in its time, but
today a surprisingly recognizable vision of unthinkably-vast multilayered and patterned relations (cf.
Kovaleva et al. (2019)) in which, contemporary AI researchers hope, mathematics, art, and music
will one day fall into a high-dimensional processual unity with the material tokens of linguistic form:

“A noumenal world — a world of hyperspace, of higher dimensions — awaits
discovery by all the sciences, which it will unite and unify, awaits discovery under
its first aspect of a realm of patterned relations, inconceivably manifold and yet
bearing a recognizable affinity to the rich and systematic organization of language,
including au fond mathematics and music, which are ultimately of the same kindred
as language... what I have called patterns are basic in a really cosmic sense, and
that patterns form wholes, akin to the Gestalten of psychology which are embraced
in larger wholes in continual progression. Thus the cosmic picture has a serial or
hierarchical character, that of a progression of planes or levels.” (Whorf, 1942, p.
248) [emphasis in original]
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Figure 1: Left: Whorf describes the ideal process for learning how to translate English into French
(Whorf, 1940). Right: Google describes the ideal process for learning how to translate English into
French (Vaswani et al., 2017).
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